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Why VXLAN Overlay

Customer Needs

VXLAN Delivered

Any workload anywhere - VLANSs limited
by L3 boundaries

Any Workload anywhere- across Layer
3 boundaries

VM Mobility

Seamless VM Mobility

Scale above 4k Segments (VLAN
limitation)

Scale up to 16M segments

Efficient use of bandwidth

Leverages ECMP for optimal path usage
over the transport network

Secure Multi-tenancy

Traffic & Address Isolation

THAINCG
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VXLAN and EVPN

VXLAN

« Standards based Encapsulation
- RFC 7348
- Uses UDP-Encapsulation

* Transport Independent
- Layer-3 Transport (Underlay)

* Flexible Namespace
- 24-bit field (VNID) provides ~16M
unique identifier
- Allows Segmentations

THAINCG
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EVPN

Standards based Control-Plane
- RFC 7432
- Uses Multiprotocol BGP

Uses Various Data-Planes

- VXLAN (EVPN-Overlay), MPLS,
Provider Backbone (PBB)

Many Use-Cases Covered

- Bridging, MAC Mobility, First-Hop &
Prefix Routing, Multi-Tenancy
(VPN)
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VXLAN Packet Header

2 1 ¢ &5

_@ Outer MAC Header

o

2

) Outer IP Header

UDP Header
VXLAN Header
Inner (Original) MAC Header
Inner (Original) IP Header

>

©

o .

3 Original Payload

Dest. MAC A

48

Source MAC

A1,

VLAN Type
0x8100

VLAN ID

Ether Type
0x0800

Source Port
)
Dest Port v
UDP Length

Checksum 0x0000

VXLAN Flags
GRRR IRRR RDRR ARRR

Group Policy ID 4" i

VN ID

< |-
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Reserved
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16 »~

16

16 e
‘..~ 8Bytes .

16

Next-Hop MAC Address

14 Bytes
(4 Bytes Optional)
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Src VTEP MAC Address

IP Header
Misc. Data

Protocol 0x11 (UDP)

Header
Checksum

IP
Source <-

Dest. IP <

32

32

Reference

Src RLOC IP Address

Dst RLOC IP Address

Hash of inner L2/L3/L4 headers of original frame.

Enables entropy for ECMP load balancing.

UDP 4789

| Allows 64K

possible SGTs

Allows 16M
possible VRFs

atfran),
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Ethernet VPN (EVPN)

MPLS Provider Backbone Overlay (NVO3)

(RFC 7432) Bidaes

ta
O Tunnels (i.e. VXLAN) for Da

-
over NV e | -
ECVe‘?\‘?er Fabric Encapsulatio - overlay convice 0

r_-
Provides Layer-2 and Laye
simple P Network

THAINCG »
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EVPN - Host and Subnet Route Distribution
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\

OSt Route pistiaton N\
decoupled from the Underlay
protocol

Use MultiProtocol-BGP (MP-
BGP) on the Leaf nodes to
distribute internal Host/Subnet
Routes and external reachability
information

Route-Reflectors (RR) deployed
for scaling purposes

v,
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EVPN Control Plane - Host and Subnet Routes

. BGP EVPN NLRI* )

- Host MAC (Route Type 2)
- MAC only, Single VNI, Single
Route Target

« Host MAC+IP (Route Type 2)
- MAC and IP, Two VNI, Two
Route Target, Router MAC

\ i~

=\\‘ o Il“\
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,‘:)(.[’ ‘\\\\
S

I’ " \“ S N
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.......

_______
~~~~~~~~~~~
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* |nternal and External Subnet

Prefixes (Route Type 5)
- |P Subnet Prefix, Single VNI,
\ Single Route Target J
TH Al N (\ G *NLRI: Network Layer Reachability Information (BGP Upo’qt'a ’:P‘”fihil'i ’
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Distributed IP Anycast Gateway

192.168.20.1
2020.0000.AAAA

192.168.10.1
2020.0000.AAAA

» Distributed First-Hop Routing on

Edge Device

- All Edge Device share same Gateway
IP and MAC address

- Pervasive Gateway approach

« Gateway is always active
- No redundancy protocol for hello or
State exchange

» Distributed and smaller state
- Only local End-Points ARP entries

\_ J
THAINCG atfran),
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EVPN Requirements & Drivers

Requirements Drivers

Industry-standard Multi-vendor IT strategy

Unified operation across - Campus | DC |
WAN

BGP Protocol History. Minimum new
learning curve

One Fabric Architecture

Proven and Scalable

Hierarchical Fabric Domain Multi-tier Overlay network architecture

Use-case driven customize Overlay

Alzlals vy networks Types and Topologies

THAINCG i
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BGP EVPN Drivers in Enterprise

Network Extension

-
-

oS

- “-
= -
- -

= Bridge connection between across Core network

= User devices are virtually in common L2 segment

= Logical topologies with deterministic overlay
Layer 2 network infrastructure.

THAINCG
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Network Segmentation

S

oD

S S

= Routed connection at first-hop gateway
» User devices are segmented across Core network
= Logical overlay IP routed network providing flexible topology
support
atfran),
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VXLAN BGP EVPN Solution
End-to-End Desiin and /ntero,oerabi/itﬁ
Datacenter Shared Servic

« o « «
- -
- -
- . -
\ Spine  id

Distribution VTEP

(e )

Access VTEP

VTEP

(==

THAINCG
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External
Handoff

Wireless Deployment

[Savets]
'!l Local Mode '!l
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BGP EVPN Inter-Domain Routing

VM VM VM VM VM VM VM VM WM

Leaf = I = Single Site - Inter-domain EVPN fabric

Hierarchical control-plane for better

Spine
scale

Spine and Leaf BGP peering in

o separate domain
S

Spine-to-Spine BGP Peering

Spine

EVPN prefix exchange Next-Hop-

SR - IR - chhanged )

| Extended

=

| B O xmumuns ® BGP EVPN Peers
Segmented e

THAINC G atfran),
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L3VNI - Network Segmentation and Routing

ﬂ)uting \
10.1.0.0/24 10.2.0.0/24

’ @ * First-Hop Distributed Gateway at

Production
Border 3:::

Access

» Access Network policy enforcement
point
* Network address routing across

fabric

» Data plane segmentation thru VXLAN
VLAN-A VLAN-B \¢Pv4 / v6 support J

10.0.1.0/24 10.0.2.0/24

Leaf

THAINCG atfran),
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Distributed AnyCast Gateway

THAINCG
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10.1.0.0/24 10.2.0.0/24

Border
IP
_J
Route ' ‘.‘ Route
_— _—
Leaf f— 4 f— 4
— - —
B. Bridge a
VLAN-A
10.0.1.0/24 AnyCast MAC | IPv4 | IPv6

H#ThaiNOG

ﬂ)uting + Bridging \

* First-Hop Distributed Anycast Gateway at
Access

 Bridge in same VLAN across Leaf’s in fabric

* Route locally based on local routing policy

» Access Network policy enforcement point

* Host + Network address routing across

fabric

» Data plane segmentation thru VXLAN
wvél / v6 support /

© 2022 Cisco and/or its affiliates. All rights reserved. Cisco Public

atfran),
CISCO19



Centralized Gateway

10.1.0.0/24 10.2.0.0/24 /ROuti ng + Bri dging \

* Multi-Hop Centralized Gateway

Border Leaf

* Bridge in same VLAN across Leaf’s in fabric
VLAN-A

Route Route
10.0.1.0/24 t t * Route remotely based on remote routing
P policy
4 _ )
» Access Network policy enforcement point
» Host address routing across fabric
Layer 2 Leaf :-‘ :-4 » Data plane segmentation thru VXLAN

= S QDVA / v6 support /

THAINCG atfran),
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Layer 2 Network Extensions

VLAN-A ‘ 4 10.1.0.0/24 10.2.00/22 *
10.0.1.0/24 Route . @ ® FRoute o
IP Gateway Brldglng
« |IP Gateway beyond EVPN fabric
4

Border Leaf * Bridge in same VLAN across Leaf’s in fabric

Route outside fabric based on remote

P routing policy

» Access Network policy enforcement point
» Host address routing across fabric

- » Data plane segmentation thru VXLAN

B e \IPvA / v6 support I/

Layer 2 Leaf

THAINCG atfran),
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L2 - Hub-n-Spoke Network Extension

THAINCG

Thai Network Operators Group

VLAN-A
10.0.1.0/24

Border Leaf

Layer 2 Leaf

4 10.1.0.0/24
Route e
IP
#ThaiNOG

@dging

* |P Gateway beyond EVPN fabric

Point-to-Point L2VNIs to Hub

routing policy

» Host address routing across fabric

» |Pv4 / v6 support

Border L2 Leaf Hub. Layer 2 Leaf Spokes.
Route outside fabric based on remote

» Access Network policy enforcement point

\-Data plane segmentation thru VXLAN /

~

© 2022 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Tenant Routed Multicast Architecture

- -
—> —
C

Tenant Routed Multicast

Access PIM RP
Leaf
A0 Py .

= TRM enables Multicast over VXLAN enabled network for Layer 3 network segments.

= Integrated PIM RP and PIM-SM in Underlay support enables fabric-enabled source and receivers Multicast
forwarding topologies.

= VTEP provides integrated PIM RP function

THAINOG atfran),
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Wireless Integration in EVPN Networks

&

W

v

P P
p - (ecco] ] WM VM VM (ecco) ]
g e ©%50)  gmumm C===)
bod ... P 5650 —
== -n =

= = = = = =
-
(o]« [e = o] Local-Mode

= Transparent Wireless network integration into BGP EVPN fabric network

Underlay CAPWAP communication between AP and WLC. User Policy enforcement maintains at WLC.

VTEP in Wireless aggregation can overlay network traffic based on routing policy.

THAINCG atfran),
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VXLAN QoS Management

No Trust o
Marking
Policing [ YT

Queueing G
\

Trusted

Trust DSCP, 802.1P
Marking

Policing

DSCP > DSCP

Queueing
§

Intermediate
Conditional — Trusted

Conditional Trust 0
Marking :
Policing @ rrernenaanal
Queueing ()

= Trust-Boundary and policy enforcement at network edge.

THAINCG
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DSCP > 802.1P

Per-Hop Underlay QoS

Per-hop Underlay QoS policy provides differentiated service treatment for combined underlay and overlay traffic class
QoS policy and marking at Border supports default or user-defined policy with interworking external network domain

i
CISCO25
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VXLAN Aware Flexible NetFlow

vtep3 =
44.4.4/32 g

Gateway
Border/VTEP
vtep2 - 1.1.1.1/32
<

Host
Access 20.1.1.200/24

3.3.3.3/32
Host <_Vte% VXLAN tunnel
10.1.1.11/24 2.2.2.2 VNID 6000

= Supports v4 and v6 protocols

= Bij-directional flow detection over the NVE interface

THAINCG
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B—0

Flow record fields Packet data

Source Address 10.1.1.11
Destination Address 20.1.1.200
Source Port 47321

Destination Port

(o) e}
o

IP Protocol
TCP Flags Ox1A
Source SGT
Interface nvel0

o

Flow direction input
VNID 6000
VXLAN Flags
VXLAN SRC VTEP 1.1.1.1
VXLAN DST VTEP 21.1.1

atfran),
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VXLAN Evolves as the Control Plane Evolves!

Before Yeste

Yet Another Encapsulatio
=  Flood & Learn (Multic
= Data-Plane only

rday ]

P

Yesterday

VXLAN for the Data Center - Intra-DC

Today

" Multicast and Unicasl /x| AN for DCI - Inter-DC

..
= Control-Plane s
= Active VTEP Discove
|
THAINCOG

Thai Network Operators Group
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= DCI Ready
=  ARP/ND caching/suppress
=  Multi-Homing

= Failure Domain Isolation
Loop Protection

© 2022 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Multi-Pod End-to-End Encapsulation

Underlay Extension

29

=®

=X

-
-—

““““ Io
-V
-

““““ Y,
II
-V
-

Q
3
g
o
(&)
%
<
(o3

/
4
-
AY
AY

nd/or its affiliates. All rights res

© 2022 Cisco al

H#ThaiNOG

[
|

7!

0

I
-

% /
‘ w®ﬁ -

”

. -
~. -
Soo

THAINCG

Thai Network Operators Group



Multi-Pod Characteristics - "The Single” g

= Single Overlay Domain - End-to-End Encapsulation

= Single Overlay Control-Plane Domain - End-to-End EVPN Updates
= Single Underlay Domain End-to-End

= Single Replication Domain for BUM

= Single VNI Administrative Domain

Building Underlay Hierarchies — Non Hierarchical Overlay

THAINCG atfran),
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. Tunnel adjacencies
The Ugly Multi-Pod Truth N+ (N-1)
What about the Required VXLAN Tunnel Adjacencies? 2

| 6 VTEP per Dl: —> | 2 x 6 VTEP across Logical [I)Cs
4 Leaf (VTEP) per Logical DC / ’ I ;

2 Border Leaf (BL) per DC - J

2 Logical DCs 12 VTEP across DCs
12x(12-1)/2 > 66 adjacendes

| 204 VTEP perDE —| 10 x 204 VTEP across Logical PCs

200 Leaf (VTEP) per Logical DC : '
4 Border Leaf (BL) per DC T
10 Logical DCs 2040 VTEP across DCs
2040x(2040-1)/2 =2 ~2 millions adjacenki
THAINCG atfran),
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Hierarchical Overlay Domains

VXLAN Multi-Site

THAINCG
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VXLAN Multi-Site Characteristics - "The g
Multiple”

= Multiple Overlay Domains - Interconnected & Controlled

Multiple Overlay Control-Plane Domains - Interconnected & Controlled

Multiple Underlay Domains - Isolated

Multiple Replication Domains for BUM - Interconnected & Controlled

Multiple VNI Administrative Domains - Downstream VNI

Underlay Isolation - Overlay Hierarchies

[ l [ I '
THAINCG é..;éé3
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. ] Tunnel adjacencies
The Multi-Site Truth N (N-1)
What about the Required VXLAN Tunnel Adjacencies? 2

4 Leaf (VTEP) per Site
2 Border Leaf (BL) per Site
2 Logical Sites

e

| 6 VTEP per Sitt —— | 2 x 6 VTEP across Sifes

| J
I

12 VTEP across Sites
6x(6-1)/2 = 15 adjacencies per Pite

200 Leaf (VTEP) per Site
4 Border Leaf (BL) per Site
10 Logical Sites

THAINCG

Thai Network Operators Group

| 204 VTEP per Sife  —| 10 x 204 VTEP across Skes

| J
I

2040 VTEP across Sites
204x(204-1)/2 = ~20K adjacencies peil site

atfran),
CISCO34
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https://tools.ietf.org/html/draft-sharma-multi-

VXLAN Multi-Site Functional Components e

Border Gateways Site-External DCI
(Key Functional Components of (IP Routing and Increased
VXLAN Multi-Site Architecture) MTU Support)

4\’ . _I ] g 4\/ .
e / Site-Internal Fabric \ oen /

(Common VXLAN and ol l bl I b
THAINOG BGP-EVPN Functions) clsc
Thai Network Operators Group #ThaiNOG © 2022 Cisco andjor its affiliates. All rights reserved. Cisco Public S 035



EVPN Multi-Site Overlay
T v v

Scale-Up Model to Build a
Large Intra-DC Network

Integration with Legacy Networks
(Coexistence and/or Migration)

U4 Legacy Site

- =4 B B 3 - ,
d SSreSSa-y

THAINCG atfran),
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VXLAN Multi-Site Underlay Isolation

Border (PIP)
10.1.1.101

Multi-Site VIP
10.1.1.111

No Underlay Extension

Multi-Site VIP
10.2.2.222

Border (PIP)
10.1.1.102

\

Site 1 Underlay
Routing Table

Border:

10.1.1.101
10.1.1.102
0% 1 . 25356

Leaf:
10.
10.
10.
10.
10.
10.
10.

RRrRRRBERRR
RRrRRRBERRR
Jous WN R

THAINCG

Thai Network Operators Group
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Border (PIP) order (PIP) i
10.2.2.101 10.2.2.102 |
), ?
Site n Underlay
Routing Table
Border: Leaf:
10.2.2.101 10.2.2.1
10.2.2.102 10.2.2.2
10.2.2.222 10.2.2.3
10.2.2.4
’ 10.2.2.5
{ Site n 10.2.2.6
\ | 10.2.2.7
atfran),
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Inter-Site Network

VXLAN Multi-Site Site-External DTb: Ei: s s

10.1.1.111 10.2.2.222

Multi-Site VIP , Multi-Site VIP
10.1.1.111 Site-External DCI 10.2.2.222
Border (PIP) »

{ Border (PIP) Border (PIP)
10.1.1.101 = 10.1.1.102 10.2.2.101

order (PIP)
0.2.2.102

THAINOG atfran),
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Multi-Site VIP
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VXLAN Multi-Site Tunnel Adjacencies

Multi-Site VIP
10.1.1.111

Overlay Site
& _

Leafl-1# show nve peers

BG102# show nve peers
Interface

Peer-1P

VNI Up Time
30000 00:12:16
30000 03:18:06
30000 00:12:23

Multi-Site VIP
10.2.2.222

1

[ | [S—

Overlay Site n

Interface Peer-IP VNI Up Time
nvel 10.1.1.4 30000 03:18:06
nvel 10.1.1.111 30000 00:12:23
Thai Network Operators Group H#ThaiNOG

Leaf2-7# show nve peers

Interface Peer-1IP VNI Up Time 2

nvel 10.2.2.222 30000 00:12:25
atfean),
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VXLAN EVPN Multi-
Site Topologies




BGW-to-Cloud

Layer-3
Network

: BGW g BGW _ BGW g BGW ga BG\W gu BGW : BGW g BG\W ga BG\W g BGW
Site 1 Site 2 Site n

THAINCG atfran),
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BGWs between Spine and Super-Spine

Super-Spine Super-Spine

Site 1

THAINCG atfran),
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BGWs on Spine

Super-Spine Super-Spine

BGW

Site 1

Reference

BGw M BGW

Site 2

Spine @l Spine

THAINCG

Thai Network Operators Group

H#ThaiNOG
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BGWs Back-to-Back

Site 1 Site 2

THAINCG atfran),
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VXLAN Multi-Site
Overlay Control Plane (L3 Core)

Route Server (eBGP "Route Reflector”)

——
-
- -

———’—“ <4 ----~'~~
N GP-£
(@ © DC Core O Ven
° (Layer-3 Unicast) Ly BN
Y % N

Fabric

\ 4
‘\VX isar-EveN PN,/

b3 e
\~~-”’

vu'bl

\__\

CVEPD) CVIEPD) (CVIEPD) VTP
= = =
THAIN(‘ G
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VXLAN Multi-Site

Overlay Control Plane

L3VNI: 50001
Route-Target:
65501:50001

L3VNI: 50001
Route-Target: 65502:50001

DC Core
(Layer-3 Unicast)

VIP1
10.1.1.111

Fabric

Ay [
/X isgr-even PN ./
\\ ,’

\~~"’
\N

L2VNI: 30010 (VLAN 10)
L3VNI: 50001 (Tenant1)

L2VNI: 30020 (VLAN 20)

L2VNI: 30010 (VLAN 10)
L3VNI: 50001 (Tenant1)

L3VNI: 50001 (Tenant1)

Host1
0000.3010.1101
192.168.10.101

Host2
0000.3020.2101
192.168.20.101

0000.3010.1102
192.168.10.102

Thai Network Operators Group
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VXLAN Multi-Site
Overlay Control Plane (Site 1)

MAC / Length

L2VNI/ RT IP / Length L3VNI/RT Next-Hop Seq.

0000.3010.1101/48 30010, 65501:30010 192.168.10.101/32 50001, 65501:50001 10.1.1.1

0000.3020.2101/48 30020, 65501:30020 192.168.20.101/32 50001, 65501:50001 10.1.1.111

0000.3010.1102/48

30010, 65501:30010 192.168.10.102/32 50001, 65501:50001 10.1.1.111

VIP1
10.1.1.111 §&

Fabric

L VXLANBVPN,/

,/

WWXLAN EVPN,/

L2VNI: 30010 (VLAN 10)
L3VNI: 50001 (Tenant1)

~

7/

L2VNI: 30010 (VLAN 10)
L3VNI: 50001 (Tenant1)

L2VNI: 30020 (VLAN 20)
L3VNI: 50001 (Tenant1)

—)
f—

Host1
0000.3010.1101
192.168.10.101

Host2
0000.3020.2101
192.168.20.101

— Host3
A 0000.3010.1102

192.168.10.102
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VXLAN Multi-Site
Overlay Control Plane (Site 2)

MAC / Length L2VNI/ RT IP / Length L3VNI/RT Next-Hop Seq.

0000.3010.1101/48 30010, 65502:30010 192.168.10.101/32 50001, 65502:50001 10.2.2.222

0000.3020.2101/48 30020, 65502:30020 192.168.20.101/32 50001, 65502:50001 10.2.2.1

0000.3010.1102/48 30010, 65502:30010 192.168.10.102/32

10.1.1.111

50001, 65502:50001 10.2.2.3

Fabric

\VXLAN EVPN,/

e
'
~~ —’
’ So

- /
L2VNI: 30010 (VLAN 10) . ‘~-..__--.-_~~
L3VNI: 50001 (Tenant1)

L2VNI: 30020 (VLAN 20)
L3VNI: 50001 (Tenant1)

L2VNI: 30010 (VLAN 10)
L3VNI: 50001 (Tenant1)

Host1 —® Host2 — Host3
0000.3010.1101 __ 0000.3020.2101 _ 0000.3010.1102 .
192.168.10.101 192.168.20.101 192.168.10.102 0 I l 0 | I l 0
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VXLAN Multi-Site
Overlay Control Plane (DCI)

L3VNI: 50001
Route-Target:
65501:50001

L3VNI: 50001
Route-Target: 65502:50001

DCI

MAC / Length L2VNI/ RT IP / Length L3VNI/RT

2 0000.3010.1101/48 30010, 65599:30010 192.168.10.101/32 50001, 65599:50001 10.1.1.111
2 0000.3020.2101/48 30020, 65599:30020 192.168.20.101/32 50001, 65599:50001 10.2.2.222
2 0000.3010.1102/48 30010, 65599:30010 192.168.10.102/32 50001, 65599:50001 10.2.2.222
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VXLAN Multi-Site with vPC BGWSs

Migration/Coexistence Use Case

_-———---_--
-y,
-y

—————__ -~
Layer-2 and Layer-3 =
> Extension via VXLAN

Pair of vPC BGWs

IR for BUM +
aggregated BUM
containment

/
7 \
4

{ Greenfield Site “' \'\ Legacy Site “'

= Coexistence and/or migration use cases

Need to extend Layer-2 and Layer-3 multi-tenant connectivity across sites
= Deploy a pair of vPC BGWs in the legacy site

Seamless connectivity extension via VXLAN

THA' N(\ G - Leveraging native Multi-Site functions (Ingress Replication for BUM, BUM containment, etc.] 0 | tol | e
CISCO
53
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VXLAN Multi-Site with vPC BGWSs

Next-Gen DCI to Interconnect Legacy Networks

Layer-2 and Layer-3 e
Extension via VXLAN

Pair of vPC BGWs

Pair of vPC BGWs

IR for BUM +
aggregated BUM
containment

\l Legacy Site 1 \' : Legacy Site 2 \"
= A pair of vPC BGWs inserted in each legacy site to extend Layer-2 and
Layer-3 connectivity between sites

Replacement of traditional DCI technologies (EoMPLS, VPLS, OTV, ...)

= Provides the option of slowing phasing out the legacy networks and
replace them with modern VXLAN EVPN fabrics

THAINCG atfran),
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VXLAN Multi-Site with vPC BGWSs
Next-Gen DCI Use Case with Back-to-Back BGW's

\l ' Legacy Site 1 \\' \: : Legacy Site 2 \'
= Typical topology leveraging dedicated dark fiber links or DWDM circuits
= ‘Squared’ and ‘full mesh’ topologies are both fully supported

= Recommended to limit the back-to-back deployment to two sites
« Recommended to insert Layer 3 core network with 3+ sites

THAINCG it
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