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Network labs
A right, not a privilege
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Education and Learning
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Cloud Native

Shifting away from large - monolithic Functions

Cloud Native = Infrastructure Agnostic
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VMs vs. Containers

VM is loaded with the Application software and guest OS.

App 1
Bins/Libs

App 2 App 3 Containers are isolated, but share kernel

Bins/Libs

...result is significantly faster deployment,
much less overhead, easier migration,
faster restart

Bins/Libs
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Guest OS Guest OS Guest OS
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How is this different from virtual machines

5

HW Interfaces
Operation System
Running Spaces
Isolation Technique
System Overhead
Start Up Time
Storage Image

Cluster Scale
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Virtual Machine

Emulated
Support Various
User
Hypervisor
5~15%
Minutes

GB -TB

100 +

Docker Container

Native

Linux mainly

Kernel
CGroups
0~5%
Seconds
KB - MB

10000 +
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Declarative domination
A de-facto standard in infra/service provisioning

IT Infrastructure/Workloads Network labs

kubernetes

Q. L ‘
N 0: Docker

Vagrant Pulumi

HashiCorp

"’ Terraform

ANSIBLE
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How they deploy things over there?

Declarative, infrastructure as code approach

Infrastructure
as Code

7 © 2024 Nokia Public




Network labs
How do we typically run labs today?
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Lab as code with Containerlab
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Containerlab
Bringing declarativeness to network labs
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Why Containerlab
If we have lab emulation tools already?
Network emulation SW

ove €

Emulated Virtual Environment

Next General tion G N s3 ®

@ Purpose built & proven
Q Free versions available

© U

VM-centric
weak containers support

@ Heavy and semi-open

(— Y/
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@ First class support for containerized NOSes
@ Transparent datapath

@ Git friendly & better image sharing and handling
@ Repeatable lab builds and Cl friendly

@ Small footprint, open, free and fast

@ No Ul

@ Fewer Network OSes supported




Supported NOSes

JuniPer

srl crpd
Vr-sros VIr-vmx

vr-vgfx
NVIDIA

CvX

infusion’ &J CHECK POINT’

ipinfusion_ocnos checkpoint_cloudguard
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Why Lab as Code?

) . Network
#1 - Collaboration Automation

Engineers

Network @ Network engineers,
operations architects

teams
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Why Lab as Code?
#2 - Versioning

New Inputs
and
Collaborators

Initial
Version Evolution
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Why Lab as Code?
#3 - Sharing

Lab
designer
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Containerlab
The Workflow

Get a lab file Interact
Clone a repo Connect to the nodes

Write a clab file Run tests
Save the progress
@ Save the configs

Destroy the lab

Free resources
Install

docker
containerlab
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Container-based and VM-based NOS

A seamless integration

border-leaf

» Containerlab manages labs
consisting of containers

VM-based nodes are part of a
topology alongside e e e
containerized nodes

containerized NOS vendor A

Virtual machine is wrapped in a 4 containerized O vendors
container image making it

indistinguishable from

containerized NOSes

test client client test client
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Containerlab node types
Regular container images

- All available container images
- Emulating clients

= Hundreds of network-focused
software

- Telemetry, logging stacks
- Peering software
- Flow collectors

= etc
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Learn by doing
Basic IXP topology with Route Servers

OpenBGPd @ : BIRD
ASN 64503 E=— ASN 64503
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Learn by doing
Basic IXP topology with Route Servers

OpenBGPd @ : BIRD
ASN 64503 E=— ASN 64503
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Peer #2
Peering LAN FRR

192.168.0.0/24




Installation
Just a single command

Refer to docs for other

installation options:
https://containerlab.dev/install/

rootadevbox:~
bash -c "$(curl -sL https://get.containerlab.dev)"
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https://containerlab.dev/install/

Building an IXP lab
Adding Nokia SR OS node

topology definition

name

topology
nodes
peerl
kind
image
license
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logical view




Building an IXP lab
Adding FRR node

topology definition

name

topology
nodes
peerl

peer2

kind
image
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logical view




Building an IXP lab
Adding Route Servers

topology definition

name

topology
nodes
peerl
peer?2

rsi

kind
image
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ixp.clab.yml

logical view




Building an IXP lab
Adding Route Servers

topology definition

name

topology
nodes
peerl
peer?2
rsil

rs2

kind
image
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ixp.clab.yml

logical view




Building an IXP lab
Adding Peering LAN

topology definition

name

topology
nodes
peerl
peer2
rsil
rs2

ixp-net
kind
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ixp.clab.yml

logical view




Building an IXP lab
Adding links

topology definition

name

topology
nodes
peerl
peer?2
rsil
rs2
ixp-net

links:
- endpoints:
- endpoints:
- endpoints:
- endpoints:
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ixp.clab.yml

portl

logical view




Building an IXP lab

Deployment

o000 ...~/hellt/sros-frr-ixp-lab

rootadevbox:~/hellt/sros-frr-ixp-lab git:(main):1

containerlab deploy -t ixp.clab.yml|
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Building an IXP lab

Connecting to the nodes

29
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ssh adminagclab-ixp-peeril

admingclab-ixp-peerl's password:

[/]
A:admingpeerl#

Public use

Docker exec

docker exec -it clab-ixp-rs2

BIRD 2.0.11 ready.
bird>




Building an IXP lab
Adding startup configurations

topology definition

name

topology
nodes
peerl
kind
image
license
startup-config
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logical view

é

sros.partial.cfg
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Building an IXP lab
Adding startup configurations

topology definition

name
topology
nodes
peerl

peer?2
binds
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logical view




Building an IXP lab
Adding startup configurations

topology definition

name
topology
nodes
peerl
peer?2

rsi
binds

exec
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ixp.clab.yml

logical view

ethl

192.168.0.3




IXP Lab

A to Z explanation

IXP (Internet eXchange Point) | X +

@& containerlab.dev/lab-examples/ixp-lab/

containerlab ® Q Search

Internet eXchange Point (IXP) lab

Internet eXchange Points are the glue that connects the Internet. They are the physical locations where
ISPs, CDNs and all other ASN holders connect to exchange traffic. While traffic exchange might sound
simple, it is a complex process with lots of moving parts:
* Peering routers configuration.
* Route Servers configuration.
Route filtering.
MANRS compliance.
RPKI validation.
IXP services enablement.
Each of these topics is a whole body of knowledge on its own and various Internet exchange consortiums

have published best practices and guidelines to help IXP operators and their members to configure their
networks properly.

The guidelines and current best practices are best to be practiced in a lab environment. And with this
thought in mind we present containerlab users with this hands-on lab simulating an IXP with Route Servers
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srl-labs/containerlab
©v0.39.0 w829 ¥170

Table of contents
Lab summary
Prerequisites
Lab topology
Obtaining container images
Topology definition
Peers
Route Servers
Peering LAN and links
Basic configuration
SROS
FRR
Route Servers
Lab lifecycle
Deploying the lab
Inspecting the lab
Destroying the lab
Accessing the lab nodes

Basic service verification

[®] IXP-Lab
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https://containerlab.dev/lab-examples/ixp-lab/

Other labs for the community

o

‘A SR Linux
Telemetry

]
o
.
.
e
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O srl-labs/nokia-segment-routing-lab
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client-1
192.168.10.11
00 120 000001

client-2
1921681012
00 c1:ah 000007

Multivendor
EVPN

asPF

Q srl-labs/srl-elk-lab
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https://github.com/srl-labs/nokia-segment-routing-lab
https://github.com/srl-labs/srl-elk-lab
https://github.com/srl-labs/srl-telemetry-lab
https://github.com/srl-labs/nokia-evpn-lab

Containerlab networking
...Is based on container networking

docker network: clab

172.20.20.0/24 172.20.20.1
2001:172:20:20:: /80 2001:172:20:20:: 1
+ docker network:

) .

L L
o ..

sri1 sri2
SR Linux (srl1) el-1 el-1 SR Linux (srl2)

Lab wiring diagram : Lab logical diagram
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Traffic capture
Pcapng or it didn’t happen

docker network: _
bridgexXXX

Command to capture at point #1

ceos

-_T |_. ssh "ip netns exec tcpdump -
R

U -nni el-1 -w -" | wireshark -k -i -

Wireshark \
doo doo doo'doo doo doo.

point of traffic capture
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Link impairment
Ain't no network reliable enough

37

> clab tools netem set -n leafl -i el-49 --delay 10ms --jitter 1ms o [)ekay glﬁtter
fhmsoo—osooos e Thsosooo Shmsoososomooos EE e +
| Interface | Delay | Jitter | Packet Loss | Rate (kbit) |

» Packet loss

 Rate limiting

> clab tools netem set -n leafl -i el-50 --loss 50 clab tools netem show -n leafl
e e A deccccccccccaa e e + TSR
| Interface | Delay | Jitter | Packet Loss | Rate (kbit) | +_TTF?TT???_
S e ——— S e Sesoooo———ooo +

a lo
| el-50 | Os | Os | 50.00% mgmto

el-1
el-49
el-50
> clab tools netem set -n leafl -i mgmt0 --rate 500 oyl
AR R BT el e B RS BB o + monit in

E : mgmto-0
| Interface | Delay | Jitter | Packet Loss | Rate (kbit) | gway-2801

el-49-0

——— 4+
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Containerlab
Try it, join the community

OO
\_/

CONTAINERIab

https://containerlab.dev

Discord server . srl-labs/containerlab
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https://containerlab.dev/
https://discord.gg/vAyddtaEV9
https://github.com/srl-labs/containerlab




